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Every observing night the MAGIC Telescope is producing up to 170 GB of scientific data and this number will
increase with the installation of 2 GHz FADCs. To provide a stable analysis of all the data an automatic data
processing is essential.

For MAGIC a concept has been realised, in which an automatic, failsafe preprocessing of all data is ensured.
The status of the analysis can be queried at any time from a database. The flexibility of the concept makes it
easy to add new steps at any point of the analysis chain.

1. Introduction

With its 577 pixel camera and its 30 FADC slices per pixel the MAGIC Telescope produces up to 170 GB of
data each night stored in about 500 files. To transfer this large amount of data from the Canary island La Palma,
where MAGIC is situated at a height of 2200 m a.s.l., there are two procedures: Small amounts of data like the
run information and the output of the online analysis are transferred daily via internet. The large amounts of
raw data are then transferred on tape via mail every one or two weeks. Future plans to exchange the current
FADCs by 2 GHzZFADCs and to store 80 FADC slices promise even larger amounts of data. In addition the
data volume will grow with the beginning of operation of the second telescope [1].

To handle such large amounts of data an automatic procedure is mandatory. A concept and its realisation for
the MAGIC project will be presented in this paper.

2. A Concept of Data Management and Processing

To deal with more than 500 files and more than 150 GB per night the data processing procedure has to fulfil
two important needs: It has to be failsafe to guarantee that all data is processed and automatic to make sure
that all data is treated the same way and the analysis results are consistent. For MAGIC an automation concept
has been developed, which meets not only these requirements but offers also many other usefull features. A
systematic scheme of the dataflow and the key elements of the concept are shown in Fig. 1. In the following
the concept, which is based on Shell, MySql and C++, will be explained in detail.

One of the core elements of the structure is a MySql database, which consists of different kinds of tables. On
the one hand there are tables which contain any kind of information: run information (i.e. information about
each run like for example source name, startime, etc.), information from the runbook (i.e. comments from the
shiftcrew in the electronic runbook), calibration results (i.e. conversion factors [phe/FADC counts], bad pixels,
etc.) and more. On the other hand there are the status tables: for each step in the dataflow and the analysis there
is a field in one of the status tables. To meet the given conditions there are several status tables: some steps have
to be done per run, therefore a table on run base is needed. Other steps are done per night, others per dataset
(to analyse more data of one source together runs are grouped to datasets, as shown in Fig. 3). Adapted to the
needs of the experiment there can be several status tables. If a certain step has been executed successfully, the
time is entered in the corresponding field. Therefore it is not only known, whether the step has already been
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Figure 1. Schematic diagram of the automation concept for the MAGIC Telescope. Small files like run information are
transferred every day via internet from La Palma to the datacenter. The big amounts of raw data are sent on tape by mail.
From the arriving files all useful information is extracted and filled into the database. The automatic analysis is done with
scripts that are called by cronjobs. Details on the interaction between the scripts and the database can be seen in Fig. 2.
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Figure 2. Scheme of the interaction between the scripts and the database. For a step, that has to be executed, the script
performs the following steps: 1) query from the database, for which data the step is needed, 2) execute the program for this
data and 3) if the step has finished without error, insert the new status into the database and insert the results of this analysis
step into the appropriate table.

done, but also when it has been done. The users thus have the information with which software version the
data has been analysed. If a step has to be repeated, for example, when there is an updated software version,
this can easily be done, by removing the time from the corresponding field. As the time of execution is known,
it is also possible to rerun a step only, if the data was analysed with a certain software version, by sending an
appropriate query to the sql server.

For MAGIC the following implementation has been made (Figs. 1,3): In a daily transfer run information is
copied from the telescope site in La Palma to the datacenter in Wiirzburg. All usefull information is imme-
diately filled into the database. These steps are done on a nightly base, whereas for example the datacheck is
done run wise. The runs are grouped to sequences before calibration [7] and the calculation of image parame-
ters [2] is done. Thus the sequence status table contains for example fields for calibration and image parameter
calculation. How the automation works in this case is shown in Fig.3. To analyse big amounts of data the
sequences are grouped to datasets and the remaining steps are done on dataset base. In a structure as explained
above the status of each run, sequence or dataset is stored in the database and can be queried either from an
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Figure 3. Schematic overview of the data struc- Figure 4. Example for the automatic procedure for the analysis of a
ture in MAGIC: After some programs (e.g. dat- Cherenkov telescope: If all files of a sequence of runs are available
acheck) have been executed run wise, the runs are in the datacenter, the calibration is done for this data. If the calibra-
grouped to sequences. Some steps of the analysis tion does not return any error, the result is filled into the database
are done sequence wise, like for example the cal- and the calculation of the image parameters is carried out. If this
ibration [7] and the calculation of the image pa- was successful the results are inserted into the appropriate tables
rameters [2]. To analyse more data of one source in the database and the gamma-hadron separation [6] is performed.
together the sequences are grouped to datasets on How the interaction between the scripts and the database looks like
which the rest of the analysis is performed. for the single steps, is shown in Fig. 2.

automatic script or from a user via web interface so that the status of the analysis can be followed easily.
Based on this database structure the automation can be realised with simple shell scripts, one for each step in
the analysis chain. Like shown in Fig. 2 the script queries from the database for which data a certain step has to
be done and executes the program for this data. After the step has been completed without returning any error,
the new status for the data is inserted into the database by inserting the current time into the corresponding
field . Thus it is guaranteed that the data processing is fail-safe even in cases of computer problems, power
failure etc. If a step could not be executed completely, it is retried the next time, when the script is started
automatically. Only if data cannot be treated with the standard software, manual interaction is needed.

It is important, that all steps are performed in the correct order. For example the calibration can be done only,
if all files are available. Therefore the check for disposability of all needed files has to be performed first. But
the calibration also influences the next steps: the calculation of the image parameters and the filling of the
calibration results into the database need the successful completion of the previous step, the calibration (see
Fig. 4). These interdependencies of the steps are stored in a setup file, from where the scripts retrieve them.
By calling the scripts with cronjobs (see Fig. 1) no manual interaction is needed. As soon as the data is on disk,
it is processed automatically.

By calling the scripts via cronjob it is very easy to run all analysis programs, that do not need any manual in-
teraction, automatically. Accordingly all data is processed automatically, as soon as the files have been copied
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from tape. The concept also suits well for the usage with a queuing system like for example condor.

In the implementation for MAGIC the scripts work in interaction with the Magic Analysis and Reconstruction
Software (MARS, [3, 4, 5]). Like this it is easy to implement the steps of the standard analysis chain [2] in the
automation concept.

Due to the automation it is possible to obtain first results [2] quickely for all data. With the various tools of
MARS the database also gives the possibility to do datachecks and long-term studies of quality parameters.
For example the results of the muon analysis are stored in the database and thus the evolution of parameters
like the point spread function could be examined [8].

3. Flexibility

A very important point is the flexibility of this automation concept. In an evolving and expanding experiment
like MAGIC it is important that the concept is adaptable to new software.

The automation for MAGIC has been designed such, that it is possible to add new steps in the analysis to the
whole structure easily. Only three small actions are neccessary to implement a new step: 1) add a new field in
the corresponding status table in the database, 2) adapt the setupfile with the dependencies of the step, and 3)
write new script, that calls the program, and add it in the cronjob.

4. Conclusions

Based on the data stream produced by the MAGIC Telescope, we have shown, that it is possible to handle large
amounts of data and files automatically with the presented concept. The interaction with a database provides
the possibility to check the quality and status of the data at any time. By executing the programs of MARS the
implemented structure delivers a quick look into the data with a robust analysis and first results, as soon as the
data arrives in the datacenter. Due to its flexibility the concept can be easily expanded and adapted for the next
development stage of the MAGIC experiment, but also for other future experiments.
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